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The development of an innovative approach for optimum vibration suppression of #exible
structures is presented. Utilizing concurrent use of semi-active and active subsections, an
intelligent semi-automated alternative is suggested. By altering the adjustable structural
properties (in semi-active unit) and control parameters (in active unit), a search is conducted
to minimize an objective function subject to constraints, which may re#ect performance
characteristics. In practice, a user-in-the-loop interprets the resulting performance. A number
of options may then be initiated: altering the parameters of the semi-active unit, or re-tuning
the control parameters in the active unit, or concurrently adjusting the two. An essential
component of this strategy is handling the parametric variations within the system. In order
to increase the absorber e$ciency against such variations an identi"cation process is utilized
in sequence with an optimization for re-tuning the absorber. The feasibility of the re-tuning
procedure and performance improvement is demonstrated via simulations for a single-
degree-of-freedom (s.d.o.f.) system. It is shown that concurrent adjustment of structural
properties and control re-tuning signi"cantly improves the vibration suppression quality.

( 2000 Academic Press
1. MOTIVATION AND PROBLEM STATEMENT

During recent years, vibration suppression schemes such as those with passive, semi-active,
and active devices have attracted interest in engineering research and development. In
passive methods, an attempt is made to optimize the structure's properties (such as
damping), while active methods try to alternate the vibration (by damping or cancellation)
without considering the power requirement constraint [1}5]. Much attention is being paid
to the semi-active approaches for their low-energy requirement and cost. Recent advances
in smart materials and adjustable dampers and absorbers have signi"cantly contributed to
the applicability of these approaches [6}8].

Although much progress has been made, hybrid systems, i.e., combination of semi-active
and active treatments deserves more investigation and research. Many semi-active or active
vibration absorption techniques have been developed, but the study of an intelligent
combination of the two has been overlooked [9, 10]. From the design perspective, the
drawback of most vibration suppression schemes is that they only provide performance
characteristics of systems whose parameters have been speci"ed. Design optimization,
parametric studies, and sensitivity analyses that need re-formulating procedure are di$cult,
if not impossible to perform. These methods become di$cult and time-consuming for
complex systems and could introduce non-intuitive behavior in active elements [11, 12].

In this study, an innovative design approach is suggested for this hybrid treatment
(semi-active/active), in which the advantages of individual schemes are combined while
eliminating their shortfalls. The semi-active subsection could include smart structures
0022-460X/00/480481#14 $35.00/0 ( 2000 Academic Press



Figure 1. Schematic of the semi-automated treatment.

482 N. JALILI
ranging from ER/MR dampers to magnetostrictive actuators, and a particular set of
piezoelectric actuators may form the active subsection. By altering the adjustable structural
properties (in semi-active unit) and control parameters (in active unit), a search is conducted
to minimize an objective function subject to certain constraints, which may re#ect the
performance characteristics.

Figure 1 illustrates the schematic of this semi-automated vibration suppression process,
where an interpretation stage is introduced in practice. Utilizing this interpretation, an
attempt is made to suppress the amplitude of vibrations in the semi-active unit to the extent
possible. This is the least power-consuming e!ort, and an attempt is made to adjust the
structural properties (which are variable) such that a vibration absorption measure (mean
square acceleration response, for instance) is minimized. Due to the physical
constraints and design considerations, this optimization is forced to result in feasible
properties.

As soon as this semi-active adjustment is completed (A in Figure 1), the "rst
interpretation is performed on the suitability of the vibration suppression performance. If
necessary, the control parameters (in the active unit) will be adjusted so that the remaining
vibration suppression requirement is achieved. This optimization is also subjected to
physical bounds, a desired energy requirement, and stability constraints. The energy
constraint will introduce a trade-o! between vibrations suppression quality and power
consumption.

It should be noted that if the vibration suppression were satis"ed in the semi-active
subsection, the active unit could be bypassed (dashed lines from the 1st interpretation to
B in Figure 1). If further improvement is needed (not achievable through a semi-active unit)
or the resultant structural properties are not desirable, this active unit will trigger to alter
the control parameters, as shown in Figure 1.

A re-tuning check followed by the system identi"cation is performed, next, (B in Figure 1),
for detecting possible variations in the system parameters. This re-tuning check is needed
when the absorber structures deviate from their nominal design, or structural features of the
primary alter, or both. The 2nd interpretation, C in Figure 1, is now performed to re-tune
the control parameters and/or structural properties based on the resulting system
identi"cation. There are three possible options to follow: to use (1) only semi-active
adjustment; (2) only control re-tuning; or (3) concurrent semi-active adjustment of
JSVI=20003210=Ravi=VVC



SEMI-AUTOMATED VIBRATION CONTROL 483
structural properties and control parameters re-tuning (see corresponding ports in
Figure 1).

An interesting feature of the active unit is the re-tuning of the control parameters. By
simple re-tuning of the control parameters, frequent changes of the variable dampers and
absorbers in the semi-active unit can be avoided (from the 2nd interpretation to port 2 in
Figure 1). This re-tuning is repeated until no signi"cant changes in the parameters are
observed. The main contribution of this study is introducing this interpretation and
demonstrating its feasibility through simulations. The predominant activity will be around
developing and facilitating this interpretive decision-making process via numerical tools,
and when implemented on realistic systems with complex dynamics and controllability.

The paper is organized as follows: in the immediately following section, an analytical
model is developed for a single-degree-of-freedom (s.d.o.f.) primary in presence of
parametric uncertainties, and subjected to a wide-band excitation force. Section 3 addresses
the optimization process over the structural properties and control parameters with the
associated stability and physical constraints. The issues regarding parametric identi"cation
and the re-tuning problem are discussed in section 4. Section 5 presents the numerical
examples, and section 6 concludes the study and points out the future directions.

2. MATHEMATICAL MODELLING

In order to explain the underlying concept, an example structure is considered: a s.d.o.f.
primary system equipped with an s.d.o.f. absorber attachment, for suppressing undesired
oscillations caused by wide-band force excitations (see Figure 2). The absorber consists of
adjustable parameters (spring, k

a
, and damper, c

a
) and the active component, u(t).

The governing dynamics is expressed as
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considered to have adjustable features in the semi-active unit.
It is assumed that the true value of h, say h*, is unknown, but bounded. That is,
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and ( )* and ( 1 ) denote the respective true and nominal values of the argument.
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Figure 2. (a) A general and (b) s.d.o.f. model of the primary structure equipped with absorber.

484 N. JALILI
Utilizing the Laplace domain representation of the system of equations (1) and (2), for
a selected control law u(t), the required transfer function between primary acceleration and
excitation force (output}input relation),

H(s)"s2X
1
(s)/F(s), (5)

can be the obtained (see equation (A.1) in Appendix A).
Notice the characteristic equation of the combined system is simply the denominator of

the transfer function H(s). The passive absorber, i.e., u"0, is always stable. The stability
issue arises when active control is used. As the control parameters u are used for
optimization, their in#uence on the system stability should be studied in parallel.

The main objective of this study is to design an optimum vibration absorber for
wide-band frequency excitation. The optimum absorber performance is achieved by
minimizing a selected performance characteristic over the absorber structural properties, p,
and control parameters, u, as described next.

3. OPTIMUM ABSORBER

For vibration suppression performance, we select the mean-square acceleration response
(MSAR) of the primary system. That is,

EM(xK1
1
)2N"P

=

0

DH(iu)D2S(u) du, (6)
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SEMI-AUTOMATED VIBRATION CONTROL 485
where S(u) is the power spectral density of the excitation force f (t), and H is de"ned in
equation (5).

As depicted in Figure 1, this optimization is carried out in three options: semi-active
adjustment (only over p), or active re-tuning (only over u), or hybrid treatment (over both
p and u). For this process, we assume that the structural properties are "xed and known. In
practice, however, the structural variations will a!ect the optimum absorber performance,
and therefore, the approach to obtain optimum absorber performance may be mixed with
the application of system identi"cation techniques. This is explained later in section 4.

We brie#y describe the optimization iterations used in these three options, with their
speci"c cost function and constraints detailed in the following sections (Sections 3)1}3)3). In
general, we seek an optimum parameters vector, v, such that the MSAR of the primary
system is minimized over a desired range of v and subject to some physical and stability
constraints.

The initial values of the parameters, v(0), start the optimization process. The optimum
value of the absorber parameter, v*, is numerically determined next, in such a way that the
cost function.

J"min
v

ME[(xK 1
1
)2]N"min

v
MG (v)N (7)

subject to m number of generic constraints

h
i
(v))0, i"1, 2,2, m (8)

is minimized.
For a procedural simpli"cation, this constrained optimization problem can be converted

to an unconstrained optimization using a transformation described in reference [13]. That
is, we convert the constrained optimization problem (7, 8) into the unconstrained problem

G
new

(v, r)"G(v)#Q(h(v), r), (9)

where r is a vector of penalty imposing parameters and h"Mh
i
(v), i"1, 2,2N. Q is

a real-valued function whose contribution to the objective function (G
new

) is controlled by r.
The form of this additional penalty can be appropriately selected. Here we use the &&Inverse
Barrier Function11 of reference [13],

Q(h (v), r)"(1/r)
m
+
i/1

[!1/h
i
(v)], (10)

where r is taken as a positive scalar. It is clear that, as the parameter v gets closer to the
constraint, h

i
becomes smaller increasing the value of Q rapidly. The function Q becomes

in"nite if any one of the inequality boundaries becomes active. Thus, if the iterative process
starts from a feasible point it does not go into the infeasible region because of the huge
barrier. It is shown that as rPR (i.e., QP0), v*

new
Pv* and the minimum of the objective

function G
new

(v, r) is reached. The v* is the optimum solution of the original constrained
optimization problem.

Since the computation of the higher derivatives of the objective function G
new

may be very
complicated in some applications, we deploy the optimization techniques which use inferior
information: the direct update methods. These methods require the computation of only "rst
derivatives of the cost function. Using the information obtained from the previous
iterations, convergence towards the minimum is accelerated. In this study, we follow the
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486 N. JALILI
Broyden}Fletcher}Goldfarb}Shanno (BFGS) method which has been proved to be the
most e!ective in similar applications. We refer the interested reader to Gill et al. [13] for
detailed derivations of this method, and applied to delayed feedback vibration absorber in
reference [14].

3.1. OPTIMIZATION IN SEMI-ACTIVE SUBSECTION (FIGURE 1, PORT 1)

The optimization problem in this unit is performed over the adjustable absorber
properties (i.e., v"p). The utilization of the smart structures such as EM/MR dampers or
magnetostrictive materials (Terfenol-D, for instance) provides an adjustable suspension
system (here, variable damper c

a
and sti!ness k

a
) [15, 16]. Hence, an attempt is made to

min
p

MEM(xK1
1
)2NN (11)

over only the variable structural parameters p"Mc
a
k
a
NT, while u"0, and subject to

physical constraints

plow)p)pup. (12)

The lower and upper bounds are chosen considering some practical limitations. The
resulting optimum design will be utilized in the active subsection for further improvement.

3.2. OPTIMIZATION IN ACTIVE SUBSECTION (FIGURE 1, PORT 2)

Using the optimum structural parameters found in the preceding section, a second
optimization, over the control parameters u (i.e., v"u), is conducted to further minimize the
MSAR. Notice, p is kept "xed in this step. That is, we seek the control parameters u to

min
u

MEM(xK1
1
)2NN (13)

and subject to

ulow)u)uup, assurance of system stability, and P
=

0

u2(t) dt)D, (14)

where D is a desired measure of the power requirement.
Notice that in the semi-active unit, the absorber is always stable. The stability assurance

arises when active control is used. As the control parameters vector, u, is used for
optimization, their in#uence on the system stability should be studied in parallel.

It is expected that the concurrent optimization over structural properties and control
parameters may lead to a better performance, due to the additional parameters and hence
added #exibility in the optimization iterations [17].

3.3. CONCURRENT OPTIMIZATION IN SEMI-ACTIVE AND ACTIVE SUBSECTIONS

(FIGURE 1, PORT 3)

As outlined earlier, the concurrent optimization provides more #exibility in selecting
optimum parameters and satisfying the constraints. Hence, the numerical problem
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SEMI-AUTOMATED VIBRATION CONTROL 487
encountered here is to "nd the variable absorber parameters p and control parameters u,
which minimize the MSAR of the primary system. As such, we seek the optimal absorber
parameters v"[p u]T to

min
v

MEM(xK1
1
)2NN (15)

subject to the physical bounds, stability and power-consumption constraints (expressions
(12) and (14)).

The stability constraint may change simultaneously in each optimization iteration, if it
depends on the absorber parameters (which happen to be a part of the parameters vector
sought). In the numerical section, we will demonstrate this with an example case study
where this dependency is included in the iterations.

The above options are decided through the 2/$ interpretation in the signal #ow of the
scheme (Figure 1). A designer can decide on the suitability of each approach and a set of
feasible design algorithms can be created. This new #exibility, its in#uence on the vibration
suppression and end e!ects will create a vehicle for further research and study.

4. RE-TUNING PROPOSITION

If structural parameters show variations, the active unit can be utilized to compensate for
these variations. This operation does not constitute a total overhaul of the structure. Thus,
it does not impose high costs and interruption of service, yet it brings the most desirable
vibration suppression conditions possible to the system even though the structural features
have substantial variations from their nominal design values [17].

A method that uses only absorber acceleration is proposed here. This signal should be
su$cient to identify the parametric variations in the structure. Imagine that an excitation
f (t) and the control parameters u are applied to both the true plant (or experimental set-up)
and the nominal plant, as shown in Figure 3. H*

P
(h*) and H

P
(h) are the transfer operators of

the true and the model plants respectively.
The objective of the parameter identi"cation is to minimize the di!erence between true

absorber acceleration output, xK *
a
(t), and nominal absorber acceleration output, xK

a
(t), by
Figure 3. Schematic of the identi"cation objective.
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488 N. JALILI
properly selecting the system parameters h. The problem can be stated using a cost function

J
ID
"min

h

MExK *
a
(t, h*)!xK

a
(t, h)EN (16)

subject to the physical constraint

h'0 (17)

and the inequality bound

KK
h

h1
!1 KK)t. (18)

The nominal absorber acceleration is obtained by solving di!erential equations (1) and (2)
with nominal parameters, h"hM . It is also assumed that hM satis"es inequality (3). The
parameter h is then numerically updated in such a way that the cost function described in
equation (16), subject to constraints (17) and (18), is minimized.

5. NUMERICAL RESULTS AND SIMULATIONS

The optimization processes described earlier for vibration absorption and parameter
identi"cation are combined. We assume that the nominal system parameters are available
and satisfy inequality (18). It is also assumed that the absorber acceleration is available as
measured data. The primary system is taken as a s.d.o.f. structure which is subjected to
a wide-band frequency load in the interval of u3[400, 1500] Hz. The absorber is appended
to it, and the resulting combined structure is shown in Figure 2(b). The primary system
parameters are taken as m

1
"5)77 kg, k

1
"251)132]106 N/m, c

1
"1142)0 kg/s. This

system has a peak frequency at u
peak

"1050 Hz. The absorber mass to primary mass ratio
is taken to be 3)9% (m

a
"0)227 kg).

The control law is in the form of delayed acceleration feedback as fully discussed in
reference [14] and summarized in Appendix A:

u(t)"gxK
a
(t!q), (19)

where g and q are the feedback gain and time delay respectively. The reason for taking this
format is the simplicity of the control implementation since it requires partial state feedback
only (here absorber acceleration). The control parameter u is, therefore, expressed in the
form of u"Mg, qN.

The signal #ow of Figure 1 is followed.
Using the given physical parameters, the optimal semi-active absorber (OSA) (i.e., u"0)

is found "rst: k1
a
"9)7915]106 N/m and c6

a
"305)6264 kg/s, with min MMSARN"2332)2.

This is the semi-active adjustment only as described in section 3.1. The resulting optimum
semi-active absorber is considered to start further improving the performance
characteristics in the active unit. Keeping k1

a
and c6

a
"xed, a 2-D optimization is performed

over g and q. This yields the control parameters of g6 "0)0084 kg, q6 "0)7102]10~3 s, with
min MMSARN"2308)5. This setting is named optimum active based on an optimum
semi-active absorber (OA}OSA). This is an active retuning only option as per section 3.2.
The full-scale optimization problem over [k

a
, c

a
, g, q]T3R4 is handled next, yielding
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Figure 4. The non-dimensional true frequency responses (primary acceleration to excitation force) for di!erent
settings: (} ) } ) } ) } ) }) } ), OSA with max peak response of 1)123; (**), OA}OSA with max peak response of 1)037;
(==), OHA with max frequency response of 0)860.

Figure 5. The non-dimensional power spectral density of the primary system acceleration for di!erent settings:
(} ) } ) } ) } ) } ) } ), OSA with max peak response of 1)434; (**), OA}OSA with max peak response of 1)291; (==),
OHA with max frequency response of 0)956.

SEMI-AUTOMATED VIBRATION CONTROL 489
v*"[k
a
"9)6639]106, c

a
"14)23, g"0)0492, q"0)7226]10~3]T and min MMSARN"

2079)0. This is called the optimum hybrid absorber (OHA), as discussed in section 3.3.
In order to display the improvement in the vibration absorption, the frequency response

of the primary system with OSA, with OA}OSA, and with OHA are shown in Figure 4. The
OHA delivers better than 23% improvement in the vibration suppression over the OSA (for
this example), while the optimum active absorber based on optimum semi-active
parameters o!ers only about 8% improvement (notice the insigni"cant di!erence in MSAR
of OSA and OA}OSA settings). This is the best stable absorber setting based on the
calculated semi-active absorber, and it seems the addition of the active feature does not
improve the system response as much as hybrid treatment does.

This demonstrates that concurrent adjustment of structural properties (absorber sti!ness
and damping) and control parameters (g and q) o!ers a signi"cant improvement over
separate treatment in each subsection. This highlights the importance of the interpretation
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490 N. JALILI
mentioned. The corresponding stability is also assured and both optimum solutions
(OA}OSA and OHA) fall in the feasible regions.

In order to demonstrate the performance characteristics, i.e., the MSAR of the primary
system (cost function criterion in optimization loop), the power spectral density of the
primary acceleration is shown in Figure 5. The number of recorded data is 2048, with the
sampling time of 0)0001 s. Notice the close correspondence of Figures 4 and 5 from the
frequency spectrum viewpoint. The discrepancy between these two plots is originated from
the problems associated with wide-band signals in the frequency domain [18, 19].

For the time domain representation, the excitation force is considered to have a
white-band spectral density. The ratio of the corresponding power spectral density is not
equal to the true frequency transfer function, as it is obvious from Figures 4 and 5. This is
the reason why the identi"cation in this study is done in the time domain. The aim of giving
these spectra, here, is just to show the trend of improvement of the vibration suppression in
di!erent settings.

5.1. FEASIBILITY OF THE RE-TUNING PROPOSITION

Imagine that structural properties deviate from their nominal design values over time.
This de-tuning is a common occurrence in industry, which brings sub par vibration
suppression performance. The proposed technique handles the re-tuning procedure in
active or semi-active unit through the interpretation mentioned. This will bring the best
performance characteristic despite these parametric variations [17].

The two optimization processes described earlier (one for identi"cation and the other for
vibration absorption) are now combined together. For simplicity, it is aimed that this
retuning procedure be performed through the active unit only (over u). This avoids changes
in the semi-active unit (damper and sti!ness), which may be undesirable in some
applications. In order to identify the system parameters h, corresponding to the true
absorber acceleration, we freeze a segment of the data and implement the system
identi"cation optimization. This step is followed by the optimization on g and q based on
the newly identi"ed parameters. The number of iterations for each optimization is
controlled such that the execution time is kept below a certain value. This duration can be
appropriately selected by the user. As soon as the new control parameters become available
they are implemented on the true plant and a new segment of data is collected to repeat this
procedure. Since the convergence towards the true system parameters, h*, is guaranteed
[17], this repetition improves the quality of the identi"cation.

For the simulation purpose, we consider step type variations on the parameters k
a
, c

a
, k

1
,

and c
1

from their nominal (estimated) values, k1
a
, c6

a
, k1

1
, and cN

1
. It is clear that variations in

these parameters are likely to happen much more frequently than those of m
a

and m
1
.

Therefore, the masses are taken as time-invariant quantities. For a numerical example we
assume that the nominal values are arbitrarily perturbed as

k*
a
"1)10 k1

a
, c*

a
"1)10 cN

a
, k*

1
"1)05 k1

1
, c*

1
"1)05 cN

1
, m*

a
"mN

a
, m*

1
"mN

1
. (20)

When the resultant OHA setting (based on the nominal values, hM ) is used for this perturbed
system, the discrete Fourier spectrum (DFS) of the primary system deteriorates
considerably (thin lines in Figure 6). This is the de-tuned situation, with the values given by

g(de-tuned)"0)0492 kg, q(de-tuned)"0)7226 ms for true system parameters h* . (21)
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Figure 6. The non-dimensional discrete Fourier spectra of the primary system acceleration for de-tuned (**)
and re-tuned (==) settings.
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It is clear that one of the resonant peaks dominates while the other is not apparent. That is,
the absorber is no longer an optimum one for the present primary. When the system
identi"cation and absorber optimization steps are taken as per section 4, the re-tuned (i.e.,
optimum) setting is reached as

g(re-tuned)"0)0533 kg, q(re-tuned)"0)6721 ms for true system parameters h*, (22)

which yields a much better frequency response (see thick lines in Figure 6).
The peak frequency responses for the primary system with de-tuned and re-tuned settings

are shown in Figure 6. It is obvious that the re-tuned absorber delivers considerable
improvement (better than 22% for this set of data) in the vibration suppression over the
de-tuned absorber.

This demonstrates the capability of the suggested semi-automated methodology for the
example given in this work. The challenge lies in implementing this scheme for complex
primary systems. If successful, however, this strategy can o!er a substantial boost to
industries which use vibration absorbers heavily.

6. CONCLUDING REMARKS AND FUTURE DIRECTIONS

Commonly used passive vibration absorbers become de-tuned over time due to the
structural variations. In order to compensate for these deviations, active vibration
suppression schemes are needed. These techniques, however, su!er from the
control-induced instability in addition to the large-control e!ort requirement.
A semi-automated approach is presented to improve the wide-band frequency response of
a structure. The proposed strategy utilizes semi-active and active subsections, in which
structural properties and control parameters are adjustable. By altering these features
a vehicle for further study on the adjustment con"guration and intelligent interpretations is
created. Through simulations, it is shown that the concurrent adjustment of structural
properties and control re-tuning signi"cantly improves the vibration suppression quality.
An essential component of this strategy is handling the parametric variations within the
system. In order to increase the absorber e$ciency against such variations an identi"cation
JSVI=20003210=Ravi=VVC



492 N. JALILI
process is utilized in sequence with an optimization for re-tuning the absorber. These
features are very important and will broaden the utility of the vibration absorbers in
industrial applications where a wide range of structural variations is encountered.

The most critical component of the proposed study, i.e., supervisory decision-making for
semi-automated operation, is currently being studied. The main contribution of this study is
introducing this interpretation process and demonstrating its feasibility and possible
con"gurations through simulations. The predominant activity will be around developing
and facilitating this interpretive decision-making process via numerical tools, and when
implemented on realistic systems with complex dynamics and controllability.
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APPENDIX A: DELAYED FEEDBACK VIBRATION ABSORBER, AN OVERVIEW

An extension to the earlier work on the delayed resonator [20] is the delayed feedback
vibration absorber (DFVA) [14]. As per Figure 2(b), a conventional passive absorber is
recon"gured using a delayed acceleration feedback. The corresponding new system
dynamics is the same as per equations (1) and (2) with the control law given by equation (19).
By properly selecting the control parameters g and q, the dominant roots can be moved
anywhere o! the imaginary axis. This general DFVA lends itself to an optimization process
for the most desirable location of these dominant roots.

The transfer function between the excitation force and primary system acceleration is
then written as
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Notice, the characteristic equation of the combined system is simply

H(s)"0. (A.2)

For each gO0 and qO0, equation (A.2) has an in"nite number of roots. The passive
absorber, i.e., g"0, is always stable while a DFVA with improper selection of gain and
delay can drive the system to instability.

The necessary and su$cient condition for asymptotic stability is that the roots of the
characteristic equation (A.2) all have negative real parts. This equation is transcendental
and presents in"nitely many "nite roots. Therefore, the veri"cation of the root locations is
not a trivial task. In order to resolve this, a stability chart strategy is used as described in
reference [21]. It is easy to recast the characteristic equation (A.2) into the form

ge~qs"
N(h, s)

D(h, s)
, (A.3)

where N and D are polynomials of s.
When the combined system is marginally stable, there are at least two roots of the

characteristic equation on the imaginary axis, i.e., s"$ju
cs
, j"J!1 (subscript &&cs11

denotes the combined system). Introducing this condition into equation (A.3) yields the
necessary control parameters

g
cs
"K

N(h, u
cs

j)

D(h, u
cs
j ) K , (A.4)

q
cs
"

1

u
cs
G(2l!1)n#L

N (h, u
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j )

D (h , u
cs

j)H, l"1, 2,2 , (A.5)

where E and L are the magnitude and the angle of the arguments respectively.
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For a particular delay q"q
0
, the combined system crossings, u

csl
(q

0
), are determined

from equation (A.5) and the corresponding gains, g
csl

, from equation (A.4), where the
subscript and counter l"1, 2,2 refers to the "rst, second, etc., root loci branch crossings.
To ensure stability of the system, the feedback gain g should be smaller than the in"mum of
these g

csl
(u

csl
) values [20, 21]. That is,

g(g
min

(u
csl

(q
0
)), (A.6)

where

g
min

"infemum G
g
cs
(u

cs1
)

g
cs
(u

cs2
)

g
cs
(u

cs3
)

F H for q"q
0
. (A.7)

These operating points, Mmin g
csl

, q
csl

N, l"1, 2,2, form the marginal stability boundary
for the combined system, below which (i.e., g

cs
(min g

csl
) the system is stable, and above

unstable [20, 21]. This stability boundary between the infeasible and feasible regions is
numerically determined using equation (A.7) and used in the optimization iterations, for the
assurance of the stability (expression (14)).
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